Charge-changing cross sections of fast $H^{0,1+}$ and $He^{0,1+,2+}$ projectiles in C$_{60}$
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Electron capture and loss cross sections have been measured for fast light projectile ions of 0.5 MeV $H^{0,1+}$ and 0.5–2.0 MeV $He^{0,1+,2+}$ in collisions with C$_{60}$. The gaseous target of C$_{60}$ was prepared by heating C$_{60}$ powder in a target cell to temperatures of 300–500 °C, and outgoing charge fractions were measured as a function of the cell temperature. Absolute cross sections are deduced by using two different vapor-pressure data available in literature. Experimental cross sections are examined in comparison with theoretical values obtained from various conventional formulas proposed for atomic targets. In addition, single- and double-electron capture cross sections are also calculated on the basis of a classical model by taking account of the local electron density of C$_{60}$. From a complete set of our experimental cross sections, equilibrium charge fractions are also deduced and found to be essentially the same as carbon-foil data, indicating no gas-solid difference.
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I. INTRODUCTION

Since the epochmaking discovery of C$_{60}$ in 1985 [1], fullerene molecules have attracted considerable attention in atomic collision physics as a promising collision partner providing new information about the nature of matter lying between atoms and solids. Much effort has been devoted so far to study of a variety of collision-induced phenomena involving fullerene molecules such as fragmentation and ionization of free molecules or fusion reactions between two fullerenes by using either gas-phase targets or accelerated fullerene beams (see, e.g., Ref. [2], and references therein). On the contrary, much less is known, for various inelastic collisions, about their absolute values of cross sections which are indispensable to achieve accurate and quantitative understanding of collision processes.

For instance, the charge-changing collision, in which a projectile particle changes its charge state via electron capture and loss collisions during passing through a target medium, is one of the most fundamental inelastic processes. Nevertheless, absolute charge-changing cross sections have been measured only for slow ions [3–6] and no data are available for energetic fast projectile ions. From a theoretical aspect, electron capture by a slow ion with a velocity much smaller than the Bohr velocity ($v_0$=2.2×10$^8$ cm/s) can be described satisfactorily by a classical overbarrier (COB) model [7,8]. At high velocities, on the other hand, no theoretical model has been proposed so far concerning polyatomic molecules like C$_{60}$. It is known in radiation physics that the energy loss of swift charged particles in molecules can be approximated by the sum of individual energy loss for constituent atoms in the molecule [9]. This additive rule is also known to hold for charge-changing collisions of fast hydrogen projectiles with gaseous hydrocarbon targets [10]. The validity of this additive rule is, however, an open question to what extent the rule holds and, in the present case, whether it is possible to obtain charge-changing cross sections for C$_{60}$ from atomic carbon cross sections which may be calculated by using available theoretical formulas.

In this work we investigate the charge-changing process of fast light projectiles passing through a C$_{60}$ gas target and present absolute cross sections for electron capture and loss collisions. It is noted that experimental data of the C$_{60}$ vapor pressure show a large spread in the literature with discrepancies of about one order of magnitude [11–14]. Therefore, we present here two sets of cross section data deduced from two different vapor pressure data. One is taken from [11] which is recognized as containing the most reliable values as examined in [5,6], and the other is taken from [14] which has been reported more recently.

This paper is organized as follows. The experimental arrangement and the procedure to determine cross sections are described in Sec. II. Theoretical formulas for electron capture and loss cross sections used in this work are described in detail in Sec. III. Experimental cross sections are presented in Sec. IV and examined in comparison with theoretical values. A discussion is also given in Sec. IV about equilibrium charge fractions deduced from the present cross sections.

II. EXPERIMENTAL METHOD

The experiment was performed at the QSEC heavy-ion accelerator facility of Kyoto University. Projectile particles were $He^{0,1+,2+}$ at incident energies of 0.5, 1.0, 1.5, and 2.0 MeV and 0.5 MeV $H^{0,1+}$. An outline of the experiment is described below for helium projectiles. A beam of He$^{q+}$ ($q$=1,2) ions extracted from a Van de Graaff accelerator was carefully collimated with a two-dimensional jaw slit to smaller than 0.2 mm in diameter. The beam was then charge purified with a magnetic charge selector before entering a C$_{60}$ gas cell as sketched in Fig. 1. The outgoing beam with various charge states was magnetically charge separated and detected by solid-state detectors (SSDs). As for He$^0$ incidence, neutral particles produced in the beamline via collisions of a primary He$^+$ beam with residual gases were used by removing all the charged particles by a magnet before the collision cell. The background pressure was about 5×10$^{-7}$ Torr during the course of measurements.
The target gas cell was an 80-mm-long stainless-steel cylinder with an outer diameter 33 mm and is equipped with a built-in resistive heater. The net size of the gas target is 50 mm long and 8 mm in diameter. Entrance and exit apertures of the cell are 1 mm and 1.5 mm in diameter, respectively. The cell contains C_{60} powder of purity 99.98% and can be resistively heated up to temperatures of 500 °C at maximum. The cell temperature was measured by an ac thermocouple connected to the inner surface of the cell and was stabilized within ±1 °C. Before experiments the C_{60} powder was preheated at the maximum temperature of 500 °C for several hours to remove any contaminating solvents.

Charge fraction measurements were performed at cell temperatures ranging from 300 to 500 °C. The C_{60} gas pressure P (Torr) at a temperature \( T \) (K) inside the cell was calculated by using two vapor pressure data reported by Abrefah et al. [11] and by Jaeansch and Kamke [14] expressed, respectively, as follows:

\[
P_{(ab)} = 10^{7.592-8309/T},
\]

\[
P_{(ja)} = 10^{8.895-8801/T}.
\]

Note that ratios \( P_{(ja)}/P_{(ab)} \) are 2.78 at 300 °C and 4.64 at 500 °C. The number density \( N_t \) (molecules/cm^3) of C_{60} was determined by applying the ideal gas law as

\[
N_t = 2.69 \times 10^{19} \frac{P}{760} \frac{273}{T}.
\]

The target thickness is defined by \( N_t \) times the effective length of the gas cell. We evaluated the effective length by calculating the C_{60} number density along the beamline due to a gas flow out of the cell. It turned out that the effective length was increased by about 15% at 500 °C compared to the geometrical cell length of 50 mm.

The charge fraction \( f_k \) in the outgoing beam is obtained by \( L_k/\Sigma L_k \) in terms of the number of particles \( L_k \) of charge state \( k \) detected by SSD’s. The rate equation of \( f_k(x) \) as a function of the target thickness is written as

\[
\frac{d}{dx} \begin{pmatrix} f_0 \\ f_1 \\ f_2 \end{pmatrix} = \begin{pmatrix} -\sigma_{00} & \sigma_{10} & \sigma_{20} \\ \sigma_{01} & -\sigma_{11} & \sigma_{21} \\ \sigma_{02} & \sigma_{12} & -\sigma_{22} \end{pmatrix} \begin{pmatrix} f_0 \\ f_1 \\ f_2 \end{pmatrix}
\]

or, equivalently, as

\[
\frac{d}{dx} \begin{pmatrix} f_0 \\ f_1 \\ f_2 \end{pmatrix} = \begin{pmatrix} -\sigma_{00} & \sigma_{10} \\ \sigma_{01} & -\sigma_{11} \\ \sigma_{02} & \sigma_{12} \end{pmatrix} \begin{pmatrix} f_0 \\ f_1 \\ f_2 \end{pmatrix}.
\]

Equation (7) was fitted to the experimental fraction curves for all the incident charge states, and a complete set of cross sections was deduced by iterative calculations starting with initial cross sections estimated by Eq. (6). The overall uncertainties of the present cross sections arising from errors of counting statistic and target thickness are about 10%, but the largest systematic ambiguity comes from the choice of the vapor pressure data [11,14]. Furthermore, Eq. (7) gives equilibrium charge fractions attained at \( x \to \infty \), for which the fractions are given by the third term as

\[
f(\infty) = c_3 u_3.
\]

because the eigenvalues \( \lambda_1 \) and \( \lambda_2 \) are negative. As for hydrogen projectiles,

\[
f_0(\infty) = \frac{\sigma_{01}}{\sigma_{01} + \sigma_{10}}, \quad f_1(\infty) = 1 - f_0(\infty).
\]

The equilibrium fractions estimated in this way are also discussed below.

**III. THEORETICAL CALCULATION**

The charge-changing collision has been a long-term subject in the last century and several review articles [15–18] as well as some textbooks [19,20] are available. Nevertheless, quantum mechanical calculations of electron capture and loss
cross sections are limited to rather simple collision systems relevant mostly to atomic targets. In this sense, the classical picture pioneered by Bohr [21,22] gives still at present a useful estimation of the magnitude of cross sections for molecular targets. In this section, Bohr’s classical formulas and their extension to C_{60} are described briefly.

In Ref. [21] Bohr derived capture and loss cross sections for collisions between light projectiles and intermediate atomic targets, as follows:

$$\sigma_{q,q-1} = 4\pi a_0^2 q^2 z_1 z_2^{1/3} \left( \frac{v_0}{v_p} \right)^6$$

(9)

for single-electron capture and

$$\sigma_{z_1-1,z_1} = \pi a_0^2 z_1 z_2^{1/3} \left( \frac{v_0}{v_p} \right)$$

(10)

for single-electron loss from a hydrogen-like ion, where $v_p$ is the ion velocity, $z_1$ and $z_2$ are atomic numbers of the two particles, and $a_0=0.529 \times 10^{-8}$ cm is the Bohr radius. Corresponding cross sections for C_{60} may be obtained from these formulas by multiplying by 60, the number of constituent carbon atoms.

We also calculated capture cross sections for C_{60} in a more realistic way as follows. As an extension of the electron capture model of Bohr and Lindhard [22], Brandt [23] and later on Ben-Itzhak et al. [24] derived a formulation to calculate impact-parameter-dependent capture probability in ion-H collisions. According to the method of Ben-Itzhak et al., the single-electron capture probability $p(b)$ at an impact parameter $b$ is obtained by

$$p(b) = \int_0^{2\pi} \int_0^\infty \frac{2}{v_p} \sqrt{R_c^2 - b^2} \left( \frac{v_0}{v_p} \right) n_1(r) d^3r,$$

(11)

where the first term $(2/v_p)(R_c^2 - b^2/\pi)$ represents the duration of a target electron staying inside the capture radius defined as $R_c=2q/v_p^2$. The second term $1/\pi(r)$ is the release rate of the target electron per second and is obtained from the uncertainty principle $\tau(r)E_e(r) \sim \hbar$, with $E_e(r)$ the local electron energy. The third term $n_1(r)$ is the local electron density of a hydrogen atom.

We applied the above formula to C_{60} molecule as follows. Figure 2 depicts a collision scheme in our calculations, and atomic units are used hereafter. Puska and Nieminen [25] calculated the local electron density $n(r)$ of C_{60} using a jellium model, which may be approximated to a good accuracy by the following analytical formula [26]:

$$n(r) = 0.146 e^{-(r - 6.6)^2/2.7} = 240 n_1(r),$$

(12)

with

$$\int n_1(r) d^3r = 1.$$

As for $\tau(r)$, we used the relationship $1/\tau(r) = E_e(r) = v_e^2(r)/2$, with the local Fermi velocity $v_e = (3\pi^2 n(r))^{1/3}$. The probability of one-electron capture from C_{60} is therefore calculated by

$$p(b) = (720 \pi^2)^{2/3} \frac{R_c}{v_p} \int_0^{R_c} \int_0^{2\pi} \int_{-\infty}^{\infty} \frac{1}{(2\pi)^2} \left( \frac{v_0}{v_p} \right)^2 n_1(r) d^3\phi d\rho dz,$$

(13)

with the relationship $r^2 = b^2 + \rho^2 + z^2 + 2\rho b \cos \phi$, where $\phi$ is the angle between $b$ and $\rho$ in cylindrical coordinates (not shown explicitly in Fig. 2). Figure 3 shows an example of the impact-parameter-dependent capture probability calculated for 2 MeV He^{2+} incidence.

Finally, the cross section for the capture of $i$ electrons from N (=240) electrons is obtained by employing the independent-electron model as

$$\sigma_i = \pi C_i 2\pi \int_0^{\infty} p(b)[1 - p(b)]^{N-i} db.$$

(14)

IV. RESULTS AND DISCUSSION

A. Cross sections and equilibrium charge fractions

Figure 4 shows background-subtracted growth curves of charge fractions measured for 1 MeV He^{0,1,2+} incidences. The abscissa $x$ is the C_{60} thickness obtained from the vapor pressure $P_{(ab)}$ [11]. Solid curves are calculated results, according to Eq. (7), determined by iterative fitting calculations starting with initial cross sections obtained from Eq. (6) at low gas pressures. Obviously, our fitting calculations can reproduce almost perfectly all the experimental growth curves.
Capture and loss cross sections obtained in this way are listed in Table I, where two sets of data are given corresponding to two different vapor pressure data [11,14]. Ratios between these two cross sections are about 4.4 on average. It is interesting to point out that the cross sections are surprisingly large, and some of them exceed greatly the geometrical cross section, \(38 \times 10^{-16} \text{ cm}^2\), of \(\text{C}_{60}\). When we compare these cross sections with those obtained for other gaseous targets of, e.g., \(\text{N}_2\), they are roughly from \(10 (\sigma_{\text{ab}})\) to \(50 (\sigma_{\text{ab}})\) times larger than corresponding \(\text{N}_2\) cross sections [27–29]. It is interesting to note that the difference is equivalent to the ratio of 30 between the number of constituent atoms in \(\text{C}_{60}\) and \(\text{N}_2\), indicating \(\sigma(\text{C}) = \sigma(\text{N})\).

As can be seen in Fig. 4, the calculated growth curves depict also equilibrium charge fractions at higher target thicknesses. Experimentally we could not obtain these equilibrated values due to the limit of maximum temperature of our gas cell. The equilibrium fractions, as expressed by Eq. (8), are constant values independent of both \(x\) and the incident charge state. Such equilibration fractions are found, in the case of \(P_{\text{ab}}\), to be attained at thicknesses over some \(10^{14} \text{ mol/cm}^2\) for both \(\text{H}\) and \(\text{He}\) incidences. Putting this target thickness at \(5 \times 10^{14} \text{ mol/cm}^2\) and assuming \(3 \times 10^{-14} \text{ cm}^2\) as a total charge-changing cross section, the “mean free path” is estimated to be about 3.3 mm. It implies that the charge equilibration is attained after about 15 times charge-changing collisions in our 5-cm-long gas cell. This estimation is reasonably consistent with previous experimental data for gaseous targets as reviewed by Betz [15].

The estimated equilibrium fractions are listed in Table II. Obviously there is no essential difference between two data deduced from \(P_{\text{ab}}\) and \(P_{\text{ab}}\). As depicted in Fig. 5, the equilibrium fractions are found to compare fairly well with carbon-foil data (solid lines) [30], indicating no gas-solid difference for gaseous \(\text{C}_{60}\) and solid carbon foils. This result may be attributed to a fact that, in the present low-\(Z\) projectiles, only the 1\(s\) state is involved predominantly in capture and loss collisions. This is because electron capture into excited states, which is commonplace in highly charged slow collisions [31,32], may be negligibly small in the present velocity region.

FIG. 4. Charge fractions \(f(x) (k=0–2)\) measured for 1 MeV \(\text{He}^{q+} (q=0–2)\) incident beams. Data are plotted as a function of the \(\text{C}_{60}\) gaseous target thickness \(x\) determined from the pressure data in [11].

It turned out that the final cross sections do not differ much from the initial values, being coincident with each other within several percent at most. It is noted that all the arguments given above hold exactly the same for the case of the vapor pressure of \(P_{\text{ab}}\) [14].

TABLE I. Electron capture and loss cross sections \(10^{-16} \text{ cm}^2\) in collisions of \(\text{He}^{q+}\) and \(\text{H}^{q+}\) with \(\text{C}_{60}\). The upper values are deduced from the vapor pressure data in [11], and the lower ones in parentheses are from [14].

<table>
<thead>
<tr>
<th>(E (\text{MeV}))</th>
<th>(\sigma_{01})</th>
<th>(\sigma_{02})</th>
<th>(\sigma_{12})</th>
<th>(\sigma_{10})</th>
<th>(\sigma_{21})</th>
<th>(\sigma_{20})</th>
<th>(\sigma_{01})</th>
<th>(\sigma_{10})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>261</td>
<td>59.7</td>
<td>76.6</td>
<td>20.1</td>
<td>100</td>
<td>9.48</td>
<td>149</td>
<td>0.452</td>
</tr>
<tr>
<td></td>
<td>(62.0)</td>
<td>(14.1)</td>
<td>(17.7)</td>
<td>(4.62)</td>
<td>(22.6)</td>
<td>(2.13)</td>
<td>(34.1)</td>
<td>(0.104)</td>
</tr>
<tr>
<td>1.0</td>
<td>187</td>
<td>51.3</td>
<td>105</td>
<td>5.50</td>
<td>48.6</td>
<td>0.494</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(44.0)</td>
<td>(11.5)</td>
<td>(23.9)</td>
<td>(1.18)</td>
<td>(9.66)</td>
<td>(0.11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>182</td>
<td>73.5</td>
<td>98.0</td>
<td>1.97</td>
<td>9.93</td>
<td>0.0888</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(41.2)</td>
<td>(16.1)</td>
<td>(22.2)</td>
<td>(0.438)</td>
<td>(2.19)</td>
<td>(0.0195)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>169</td>
<td>60.1</td>
<td>94.4</td>
<td>0.597</td>
<td>4.96</td>
<td>0.0263</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(37.9)</td>
<td>(13.3)</td>
<td>(23.1)</td>
<td>(0.134)</td>
<td>(1.10)</td>
<td>(0.00578)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
B. Comparison with theory

Electron capture cross sections for helium projectiles are plotted in Fig. 6 together with theoretical calculations. Here we show two sets of experimental data given in Table I. Dashed lines are single-electron capture cross sections calculated by Bohr’s formula, Eq. (9). Obviously this formula gives fairly comparable values with experimental values. Thus, it can certainly be stated that a cross section for a molecule can be obtained from an atomic cross section multiplied by the number of atoms in the molecule; i.e., the additive rule holds also for fast helium projectiles as was observed for fast hydrogen projectiles in various hydrocarbon molecules [10].

On the other hand, more elaborate calculations of Eqs. (13) and (14) (solid lines), taking account of the spatial electron distribution, give rather small cross sections of \( \sigma_{10} \) and \( \sigma_{21} \) compared to experimental values. As for double-capture cross sections \( \sigma_{20} \), however, calculated results are fortuitously in good agreement with experiments, although the dependence on the impact energy is somewhat different. One possible reason for the discrepancy of single-capture cross sections may be attributed to our incorrect use of the electron release rate \( 1/\tau(r) = \nu_e(r)/\alpha_0 \) in Eq. (11). In the original model of Bohr and Lindhard [22], the release rate is defined as the order of \( \nu_e/\alpha_0 \) (electron orbital radius). If we use this relationship as \( 1/\tau(r) = \nu_e(r)/\alpha_0 \), capture cross sections are found to increase to a factor of 1.5 larger values compared with the solid lines in the figure and they become overlapping with experimental data. Another possible reason is that, in the present model, only valence electrons of \( \text{C}_{60} \) are taken into consideration and capture from carbon 1s electrons is not included. As our projectile velocities are rather fast, the 1s-1s electron transfer seems to contribute noticeably. This K-K transfer was also calculated by using formulas given in [33] for \( \sigma_{10} \) and \( \sigma_{21} \) by multiplying by 60. Results are shown

\[
\begin{array}{cccccc}
E (\text{MeV}) & F_0 & F_1 & F_2 & \langle q \rangle & F_0 & F_1 & \langle q \rangle \\
0.5 & 4.63 & 54.6 & 40.8 & 1.36 & 0.302 & 99.7 & 0.997 \\
(4.45) & (54.2) & (41.34) & (1.37) & (0.304) & (99.7) & (0.997) \\
1.0 & 0.863 & 31.3 & 67.84 & 1.67 & (0.747) & (28.6) & (70.7) & (1.70) \\
(0.0996) & (8.977) & (90.9) & (1.91) & (0.0239) & (5.00) & (95.0) & (1.95) \\
1.5 & 0.102 & 9.19 & 90.7 & 1.91 & (0.0227) & (4.56) & (95.4) & (1.95) \\
2.0 & & & & & & & & \\
\end{array}
\]

FIG. 5. Equilibrium charge fractions deduced from the present cross sections. Solid lines are carbon foil data [30].

FIG. 6. Electron capture cross sections for helium projectiles. Solid circles and open triangles correspond to the vapor pressure data of [11,14], respectively. Theoretical values: dashed lines from Eq. (9), solid lines from Eq. (14), dot-dashed lines representing 1s-1s transfer cross sections from [33]. Dashed arrows depict values of the COB model (see text).
by dot-dashed lines. The experimental cross sections seem to be reproduced fairly well by including these K-K transfer cross sections above 1 MeV.

It is interesting to compare our single-capture cross sections with the COB model which is known to give reasonable values at low impact velocities. For a collision between a low-\(q\) ion and C\(\text{60}\), Larsson \textit{et al.} [5] introduced a formula

\[ \sigma = \frac{\pi}{2} \left[ 1 + 2\sqrt{q}I_0^1 + r_0^2 \right], \]

where \(r_0 = 6.7\) is the C\(\text{60}\) molecular radius and \(I_0 = 0.28\) (7.6 eV) is the ionization potential of C\(\text{60}\). This formula differs from [5] by a factor of 1/2 which we used as the transition probability of the electron from C\(\text{60}\) to the incident ion at the maximum barrier height. Capture cross sections are obtained as \(13 \times 10^{-15} \text{ cm}^2\) for \(q = 1\) and \(18 \times 10^{-15} \text{ cm}^2\) for \(q = 2\) and are plotted as dashed arrows in the figure. Our cross sections seem to approach the COB values reasonably.

Electron loss cross sections for helium projectiles are shown in Fig. 7. Cross sections are nearly flat without revealing any significant energy dependence, whereas Bohr’s formula of Eq. (10) (dashed line) predicts \(v_p^{-1}\) dependence. Bohr’s cross sections are, however, again within a range of our experimental data.

Finally, capture and loss cross sections obtained for hydrogen projectiles are shown in Fig. 8 together with Bohr’s cross sections.

In summary electron capture and loss cross sections have been measured for fast helium and hydrogen projectiles in collisions with a gas-phase C\(\text{60}\) target. We present here two sets of absolute cross sections obtained by using two different vapor pressure data. Namely, one is taken from [11] which is actually the first experimental work about the C\(\text{60}\) vapor pressure and is recognized as the most reliable data. The other one is taken from [14] which is the latest experimental work and differs from the former values by a factor of 3–5 in the temperature range investigated here. At the present stage it may be fair to use both data because we cannot judge which one is better. Experimental cross sections were examined by comparing them with theoretical calculations made by using well-known formulas available in the literature. Our cross sections are found to be reasonably in agreement with these theoretical values at both low and high impact energies. Interesting results are the equilibrium charge fractions \(f_q(\infty)\), obtained from the complete set of our experimental cross sections. We found that there exists essentially no gas-solid difference between a gas-phase C\(\text{60}\) and a carbon foil. This result may be attributed to our low \(z_1\) projectiles because the predominant electronic shell relevant to charge-changing collisions may be limited to the 1s shell only. Thus, it is interesting to extend this to high-\(z_1\) projectiles since such multiple-electron projectiles, containing rather complicated shell structures, may certainly provide more detailed insight into the gas-solid difference involving fullerene particles.
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